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Abstract. The paper presents the current stage of the development of Verics - a model checker for high-level languages, as well as real-time and multi-agent systems. Depending on the type of a system considered, it enables to test various classes of properties - from reachability to temporal, epistemic and deontic formulas. The model checking methods used to this aim include both SAT-based and enumerative ones. In the paper we focus on new features of the verifier: model checking of time Petri nets (TPNs) as well as of high-level languages: UML, Java, and Promela.

1 Introduction

The paper presents the current stage of the development of Verics, a model checker for high-level languages, as well as real-time and multi-agent systems. Depending on the type of a system considered, the verifier enables to test various classes of properties - from reachability of a state satisfying certain conditions to more complicated features expressed by formulas of (timed) temporal, epistemic, or deontic logics. The model checking methods implemented include both SAT-based and enumerative ones (where by the latter we mean these consisting in generating abstract models for systems). Our previous work [18] presenting Verics dealt mainly with verification of real-time systems (RTS) and multi-agent systems (MAS). In this paper we focus on Verics’ new features, i.e., SAT-based model checking for time Petri nets and systems specified in UML [28], Java [10], and Promela [12]. Next, we discuss some related verification approaches and tools.

The well-known tools for time Petri nets include the systems discussed below. Tina [2] is a toolbox for analysis of (time) Petri nets, which constructs state class graphs (abstract models) and exploits them for LTL, CTL, or reachability verification. Romeo [34] is a tool for time Petri nets analysis, which provides
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several methods for translating TPNs to timed automata and computation of state class graphs. CPN Tools [4] is a software package for modelling and analysis of both timed and untimed coloured Petri nets, enabling their simulation, generating occurrence (reachability) graph, and analysis by place invariants.

There have been a lot of attempts to verify UML state machines - all of them based on the same idea: translate an UML specification to the input language of some model checker, and then perform verification using the model checker. Some of the approaches [15, 20] translate UML to the language Promela and then make use of the Spin [12] model checker. Other [7, 19] exploit timed automata as an intermediate formalism and exploit UPPAAL [1] for verification. The third group of tools (e.g., [8]) apply the symbolic model checker NuSMV [5] via translating UML to its input language. One of the modules of VeriCS follows this idea. An UML subset is translated to the Intermediate Language (IL) of VeriCS. However, we have developed also a symbolic model checker that deals directly with UML specifications by avoiding any intermediate translations. The method is implemented as the module BMC4UML.

Another situation prevails in the field of Promela verification. There exists only a few model checkers for Promela and its time extensions. SPIN [12] is a model checker for Promela specifications. Correctness properties can be specified as system or process invariants (using assertions), linear temporal logic formulas (LTL), formal Büchi automata, or more broadly as general omega-regular properties in the syntax of never claims. As the first attempt to verification of timed systems, Real Time Promela was developed [37]. This extension of Promela introduces explicit definitions of clocks that can be used in expressions and reset. The other approach, Discrete Time Promela [3], instead of clocks, introduces a new special type - count down timer. Timers can be set to some values and tested if they have expired. We offer a translator of Timed Promela [23] (a large subset of Promela extended by time annotations) to timed automata with discrete data (TADD) [42] as a VeriCS module.

Model checking of Java programs has become increasingly popular during the last decade. However, to the best of our knowledge, there are only two existing model checkers that can verify Java codes: JavaPathFinder (JPF) [11, 29] and Bandera [6]. JPF is a system to verify executable Java bytecode programs and it is one of the backend model-checkers supported by Bandera. Thus, both tools operate on the Java bytecode. On the contrary, we analyse Java programs themselves and translate them to a network of TADDs.

The rest of the paper is organised as follows. In Section 2 we briefly present a theoretical background of the SAT-based verification methods implemented in our tool (i.e., bounded and unbounded model checking). The next section contains a description of the verification system. In Section 4 we provide some experimental results obtained for several typical benchmarks used to test efficiency of model checkers. Finally, Section 5 contains a summary and some concluding remarks.
2 Theoretical Background

A network of communicating (timed) automata is the basic formalism of Verics for modelling a system to be verified. Timed automata are used to specify RTS (possibly with clock differences expressing constraints on their behaviour), whereas timed or untimed automata are applied to model MAS (possibly extended in a way to handle certain features of interest, like deontic automata in [17]). The current version of Verics makes extensive use also of timed automata extended by integer variables, called timed automata with discrete data (TADD) [42]. A set (network) of timed automata with discrete data consists of \( n \) TADDs which run in parallel. The automata communicate with each other via shared (i.e., common for some automata) variables, and perform transitions with shared labels synchronously. We assume the scheme of multi-synchronisation, which requires the transitions with a shared label to be executed synchronously by each automaton that contains this label in its set of labels. To obtain a clear semantics of variable updating it is necessary to fix the order of instructions in the case of synchronous execution of transitions. Thus, the transition whose instruction is to be taken first (called the output transition) is marked with the symbol \( ! \), whereas these which are to be taken later (the input ones) are marked with the symbol \( ? \).

The tuples of local states of the automata in a network \( A \) define the global states of the system considered. The set of all the possible runs (i.e., infinite evolutions from a given initial state) of a system modelled by \( A \) gives us a computation tree which, after labelling the states with propositions from a given set \( PV \) which are true at these states (i.e., changing the tree into a model), is used to interpret the formulas of timed or untimed temporal logics. These are variants of Computation Tree Logic (CTL) or its timed version (TCTL) expressing properties to be checked. In the case of modelling a MAS we augment the model with epistemic or deontic accessibility relations. The resulting structure enables us to interpret formulas involving temporal operators, epistemic operators - to reason about knowledge of agents [9], and deontic operators - to reason about correctness of their behaviour.

The current version of Verics accepts also an input in the form of distributed time Petri nets [32], which are another formalism to specify RTS. A distributed time Petri net consists of a set of 1-safe sequential\(^6\) TPNs (called processes), of pairwise disjoint sets of places, and communicating via joint transitions. Moreover, the processes are required to be state machines, which means that each transition has exactly one input place and exactly one output place in each process it belongs to. A state of the system considered is given by a marking of the net and by the values of the clocks associated with the processes\(^7\).

SAT-based verification methods represent the models and properties of systems in the form of boolean formulas in order to reduce the state explosion.

\(^6\) A net is sequential if none of its reachable markings concurrently enables two transi-

\(^7\) A detailed description of the nets, as well as their semantics, can be found in [33].
Bounded Model Checking (BMC) is a symbolic method aimed at verification of temporal properties of distributed systems. It is based on the observation that some properties of a system can be checked over a part of its model only. In the simplest case of reachability analysis, this approach consists in an iterative encoding of a finite symbolic path (computation) as a propositional formula. In order to apply BMC to testing reachability of a state satisfying a certain (usually undesired) property, we unfold the transition relation of a given automaton/TPN up to some depth $k$, and encode this unfolding as a propositional formula. Then, the property to be tested is encoded as a propositional formula as well, and satisfiability of the conjunction of these two formulas is checked using a SAT-solver. If the conjunction is satisfiable, one can conclude that a counterexample (a path to an undesirable state) was found. Otherwise, the value of $k$ is incremented. The above process can be terminated when the value of $k$ is equal to the diameter of the system, i.e., to the maximal length of a shortest path between its two arbitrary states.

Unlike BMC, UMC is capable of handling the whole language of the logic. Like any SAT-based method, UMC consists in translating the model checking problem of a $\text{CTL}_pK$ formula into the problem of satisfiability of a propositional formula. UMC exploits the characterisation of the basic modalities in terms of Quantified Boolean Formulas (QBF), and the algorithms that translate QBF and fixed point equations over QBF into propositional formulas. In order to adapt UMC for checking $\text{CTL}_pK$, we use three algorithms. The first one, implemented by the procedure "forall" (based on the Davis-Putnam-Logemann-Loveland approach) eliminates the universal quantifier from a QBF formula representing a $\text{CTL}_pK$ formula, and returns the result in conjunctive normal form. The remaining algorithms, implemented by the procedures "gfp" and "lfp" calculate the greatest and the least fixed points for the modal formulas in use here. Ultimately, the technique allows for a $\text{CTL}_pK$ formula to be translated into a propositional
formula in CNF, which characterises all the states of the model, where the formula holds. Next we apply a SAT-solver to check satisfiability of the obtained propositional formula.

3 Implementation

![Fig. 1. Architecture of Verics](image)

The architecture of Verics is shown in Fig. 1. The new components are:

- **UML to Intermediate Language (IL) translator**, which translates UML specification consisting of class, object and statemachine diagrams to corresponding IL program.
- **Java to TADD translator**, which translates a concurrent multi-threaded Java program to a network of TADDs.
- **Promela to TADD translator**, which generates a network of TADDs corresponding to the given Promela specification, possibly extended by time annotations.
- **BMC4UML module** - a Bounded Model Checker for UML, which applies SAT-based BMC algorithm directly on UML specification, avoiding intermediate translations.
- **BMC4TADD module** - a Bounded Model Checker for a network of TADDs.
- **BMC4TPN module** - a Bounded Model Checker for time Petri nets.

The remaining components, presented in [18], are listed below:

- **Estelle to IL translator**, which enables to handle specifications written in a subset of Estelle [13] (the standardised language for specifying communicating protocols and distributed systems);
- **IL to timed automata translator**, which, given an IL specification, generates the corresponding network of timed automata or the global timed automaton;
- **BMC module**, which implements BMC-based verification for the classes of properties shown in the figure. The SAT-solver used is MiniSat [22] or RSat [35]; the system can be configured to work with other solvers.

- **UMC module**, which provides preliminary implementations of UMC verification methods for properties described above. The module is integrated with a modified version of the SAT-solver ZChaff [44];

- **Splitter module**, which performs reachability verification on abstract models generated for timed automata.

Verics is implemented in C++ and Java; its internal functionalities are available via a interface written in Java. The demo of current distribution can be accessible from [http://verics.ipipan.waw.pl](http://verics.ipipan.waw.pl). A more detailed description of the tool, and in particular the new high-level languages translators, are presented in the following subsections.

### 3.1 Model checking of UML

At the moment we deal with model checking of UML in two ways: either translating an input specification to IL, and then use the standard verification path (translation to a network of TA and application of BMC, UMC or Splitting), or use the BMC module, which performs model checking directly, without intermediate translations.

Both the methods require as an input a specification in the XMI format, making use of a similar subset of UML. An input specification should consist of: one class diagram, one object diagram, and one state machine diagram per each class of the class diagram. The class and object diagrams define the static structure of the system, while the state machines determine its behaviour.

**Translation of UML to Intermediate Language.** In this section we give the main ideas behind our translation from UML to IL. The details can be found in [24]. Objects are mapped onto processes of IL and the number of UML objects corresponds to the number of IL processes. The attributes of objects are translated into process variables. We allow boolean, integer, and object types. The methods are translated into arrays of IL buffers, whereas each method call is realized by placing a special element - *call marker* - in the corresponding buffer, possibly followed by the method’s parameters. Each of UML simple- and pseudo-states is mapped onto a state of an IL process. Entry and exit activities are merged with actions of incoming and outgoing transitions. The transitions in State Diagrams are translated directly into transitions of IL processes. A triggered event, a guard, and a sequence of actions can be associated with the transition. The time events in UML are translated into time constraints of IL transitions, using *delay* construction. The latter allows to specify the amount of time that may elapse before certain actions take place. The guards in UML are formed using attributes of objects and parameters of the actions called. These expressions are directly transformed into IL guards, using the variables that correspond to UML attributes and parameters.
BMC4UML - a Bounded Model Checking for UML. In order to perform symbolic model checking directly on an UML specification, an operational semantics of the considered UML subset is defined \[25\] in terms of a labelled transition system. Then, the transition system is symbolically encoded and the prototype implementation is developed \[26\].

In general the main ideas of BMC are applied to the transition system representing the executions of UML system. However, very complex elements of the UML state machines semantics (concerning e.g. hierarchy of states and regions, concurrent regions, priorities of transitions and properly handling of completion events and RTC-steps) require numerous non-trivial solutions at the level of symbolic encoding and implementation \[27\].

3.2 Translation of Java to TADDs

Below we sketch the main ideas behind a translation of a concurrent multi-threaded Java program to a network of TADDs. Each state of TADD is an abstraction of a state of the Java program, and each transition represents the execution of the code transforming this abstract state. The subset of Java that can be translated to TADDs contains: definitions of integer variables, standard programming language constructs like assignments, expressions with most operators, conditional statements and loops (for, while, do while), instructions break and continue without labels, definitions of classes, objects, constructors and methods, static and non-static methods and synchronisation of methods and blocks. There are recognised standard thread creation constructs as well as special methods: Object.wait(), Object.notify(), Thread.sleep(int), and Random.nextInt(int).

A theoretical method of constructing a network of TADDs that models a Java program is shown in \[43\]. To implement the translation we first translate a Java code to an internal assembler. Then, the resulting assembler is translated to timed automata with discrete data.

3.3 Translation of Promela to TADDs

The translation is performed in three stages. The first one consists in a translation of control flow of each Promela process into an automaton structure. The next one concerns representation of Promela data structures and operations on them. Finally, a set of TADDs corresponding to all the instances of the Promela processes is defined. The translation is inductive. The procedure starts with a block (a sequence of statements) representing the behaviour of a whole process and operates in a top-down fashion up to basic statements.

Each Promela process is translated to a TADD, and if it is necessary additional TADDs for init and never-claim processes are created. The local variables are mapped into global ones, while arrays and channels are translated onto set of global variables. Each Promela statement is represented as a transition, or - in the case of more complex constructions (e.g. loops or selections) - as a set of transitions. The operations on arrays and channels need also more than one
transition. Their number depends on the size of an array or the capacity of a channel.

Our translation covers most of Promela constructs. Moreover it is extended by time expressions, in order to specify real-time systems. The details can be found in [23].

3.4 Bounded Model Checking for TPNs

In order to benefit from the concurrent structure of a system, we consider distributed nets only [31], and assume that all their processes are state machines. It is important to mention that a large class of distributed nets can be decomposed to satisfy the above requirement [14]. The interpretation of such a system is a collection of sequential, non-deterministic processes with communication capabilities (via joint transitions). An example of a distributed TPN (Fischer’s mutual exclusion protocol) is shown in Fig. 2. The net consists of three communicating processes with the sets of places $P_i = \{\text{idle}_i, \text{trying}_i, \text{enter}_i, \text{critical}_i\}$ for $i = 1, 2$, and $P_3 = \{\text{place}_0, \text{place}_1, \text{place}_2\}$. All the transitions of the process $N_1$ and all the transitions of the process $N_2$ are joint with the process $N_3$.

The current implementation supports reachability checking, i.e., verification whether the system (net) can ever be in a state satisfying certain properties. The details of the method can be found in [33]. This solution can be also adapted to verification of other classes of properties for which BMC methods exist and is still to be implemented.

![Fig. 2. A net for Fischer’s mutual exclusion protocol for n = 2](image-url)
4 Experimental Results

One of the important elements taken into account while rating a model checker is its efficiency. In this section we present some well known benchmarks: Alternating Bit Protocol (ABP) specified in UML and Java and Fischer’s mutual exclusion protocol specified in TPNs and Promela, as well as the Aircraft Carrier (AC) UML specification.

Table 1(a) presents some experimental results of testing reachability of a deadlock state in ABP version written in Java (slightly modified in order to introduce deadlock) and Table 1(b) presents the results of the verification of the negation of the property: “after the message and an acknowledgement have been received, both (Sender’s and Receiver’s) internal bits are equal” for ABP specification in UML.

Table 2 presents the results of verification of the Aircraft Carrier (AC) specification (Fig. 3). AC consists of a ship and a number of aircrafts taking off and landing continuously, after issuing a request being accepted by the controller.
The events of answering these requests may be marked as deferred. Each aircraft refills fuel while on board and burns fuel while airborne. We check the property whether an aircraft can run out of fuel during its flight.

Moreover, we have introduced some elements of parametric reachability checking. Using our approach, we are able to verify not only that a property is reachable, but also to find a minimal (integer) time \( c \), when this is the case (Table 2, the last column). More examples and a broader comparison with other model checkers for UML can be found in [26, 27].

We have also tested the systems modelling the standard Fischer’s mutual exclusion protocol (Mutex). In general, the system consists of \( n \) processes which run in parallel. Mutual exclusion means that no two processes are in their critical sections at the same time. The preservation of this property depends on the relative values of the time-delay constants \( \delta \) and \( \Delta \). In particular, the following holds: “Fischer’s protocol ensures mutual exclusion iff \( \Delta < \delta \).”

A TPN model for Mutex consists of \( n \) time Petri nets, each one modelling a process, plus one additional net used to coordinate their access to the critical sections. The resulting distributed TPN, for the case of \( n = 2 \), is shown in Figure 2.

We have checked that if \( \Delta \geq \delta \), then the mutual exclusion is violated. We considered the case with \( \Delta = 2 \) and \( \delta = 1 \). It turned out that the conjunction of the propositional formulae encoding the \( k \)-path and the negation of the mutual exclusion property is unsatisfiable for every \( k < 12 \). The witness was found for \( k = 12 \). We were able to test 40 processes. The results are shown in Table 3.
Table 3. Verification of time Petri Nets - Fischer’s protocol (40 processes)

<table>
<thead>
<tr>
<th>k</th>
<th>n</th>
<th>variables</th>
<th>clauses</th>
<th>sec</th>
<th>MB</th>
<th>MB</th>
<th>sec</th>
<th>MB</th>
<th>sat</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-</td>
<td>1937</td>
<td>5302</td>
<td>0.2</td>
<td>3.5</td>
<td>0.0</td>
<td>1.7</td>
<td>NO</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-</td>
<td>36448</td>
<td>107684</td>
<td>1.4</td>
<td>7.9</td>
<td>0.4</td>
<td>9.5</td>
<td>NO</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>74338</td>
<td>220335</td>
<td>2.9</td>
<td>12.8</td>
<td>3.3</td>
<td>21.5</td>
<td>NO</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>-</td>
<td>112227</td>
<td>332884</td>
<td>4.2</td>
<td>17.6</td>
<td>14.3</td>
<td>37.3</td>
<td>NO</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>-</td>
<td>156051</td>
<td>463062</td>
<td>6.1</td>
<td>23.3</td>
<td>257.9</td>
<td>218.6</td>
<td>NO</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>-</td>
<td>197566</td>
<td>586144</td>
<td>7.8</td>
<td>28.5</td>
<td>2603.8</td>
<td>1153.2</td>
<td>NO</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>-</td>
<td>240317</td>
<td>712744</td>
<td>9.7</td>
<td>34.0</td>
<td>87.4</td>
<td>140.8</td>
<td>YES</td>
<td></td>
</tr>
</tbody>
</table>

Table 4 presents experimental results for a timed Promela version of Fischer’s mutual exclusion protocol. The time parameters of the protocol have been set in this way that the protocol is not correct. We have looked for the situation when any pair of processes is in their critical sections at the same time. The tests are done with latest distributions of RTSpin, DTSpin, and Verics.

Table 4. Experimental results of verification of timed version of Fisher’s Mutual Exclusion protocol specified in Promela.

<table>
<thead>
<tr>
<th># proc</th>
<th>RTSpin</th>
<th>DTSpin</th>
<th>BMC</th>
<th>SAT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mem</td>
<td>cpu</td>
<td>mem</td>
<td>cpu</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>34.21</td>
<td>5.4</td>
<td>57.86</td>
<td>0.08</td>
</tr>
<tr>
<td>80</td>
<td>—</td>
<td>—</td>
<td>146.05</td>
<td>2.49</td>
</tr>
<tr>
<td>100</td>
<td>228.06</td>
<td>4.43</td>
<td>16.4</td>
<td>20.21</td>
</tr>
<tr>
<td>130</td>
<td>529.19</td>
<td>30.76</td>
<td>12</td>
<td>24.4</td>
</tr>
<tr>
<td>135</td>
<td>25.8</td>
<td>34.91</td>
<td>159.14</td>
<td>119.66</td>
</tr>
</tbody>
</table>

5 Final Remarks

As it can be seen from the above results, Verics in many cases is able to handle relatively large examples taken from the standard scalable benchmarks. This allows to expect the same also in the case of “real world” systems. However, it should be said that the size of the system, which can be verified using the BMC method, depends on the formula tested: the more shallow the counterexample and the less paths needed to test the formula, the bigger system can be verified. On the other hand, a strong limitation for both the SAT-based methods we use are the capabilities of the SAT-solvers available, which, in many cases, are not
able to handle the set of clauses generated by the method, or to solve it in a reasonable time. This, however, proves also that the development of solvers can result in an improvement of efficiency of our tool.
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