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Abstract. Bounded Model Checking (BMC) is an efficient technique applicable to verification of temporal properties of (timed) distributed systems. In this paper we show for the first time how to apply BMC to parametric verification of time Petri nets with discrete-time semantics. The properties are expressed by formulas of the logic PRTECTL - a parametric extension of the existential fragment of Computation Tree Logic (CTL).

1. Introduction

In order to check whether a system satisfies a given property, both the system and the property in question ought to be abstracted. For complex, timed, multi-process or reactive systems a variety of approaches exist – among them various kinds of Petri nets and timed automata as system abstractions (models), and temporal, epistemic, timed, and dynamic logics as the property specification languages. Checking automatically whether the model conforms to a given specification is known as model checking [9]. One of the approaches used to represent distributed systems with timing dependencies [6, 7, 16], is time Petri nets (TPNs) by Merlin and Farber [17]. In this paper we consider (distributed) time Petri nets with discrete-time semantics [19].
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Bounded model checking (BMC) is an efficient verification method whose main idea consists in considering a model truncated up to a specific depth. In this work we use SAT-based BMC verification, consisting in translating a model checking problem solvable on a fraction of a model into a test of propositional satisfiability, which is then made using a SAT-checker. The method has been successfully applied to verification of both timed and untimed systems [2, 3, 4, 8, 12, 22, 27, 29]. This paper shows how to adapt BMC methods, presented in [22, 28, 29, 30] and developed for timed automata, to the case of time Petri nets and parametric properties. The properties are expressed by formulas of the logic PRTCTL [11] - a parametric extension of the existential fragment of Computation Tree Logic (CTL). This is a relatively untouched area of research. We believe that our approach shows how to apply parametric model checking in practice as this problem is known to be of high complexity [5].

The rest of the paper is organized as follows. In Section 2 a related work is discussed. Section 3 recalls from [11] the syntax and semantics of the logics used in this paper. Section 4 introduces $k$-models together with the bounded semantics for vRTCTL and PRTCTL. In Section 5 the translation of a model and a property under investigation is presented together with an algorithm for BMC. Section 6 contains an application of the above method to time Petri Nets. Experimental results for the Generic Pipelining Paradigm are shown in Section 7. The concluding remarks are in Section 8.

2. Related Work

The logics investigated in this paper were introduced in [11], whereas an application of BMC to the existential fragment of CTL originates from [21] with a further optimisation shown in [31]. While self-contained, this paper can be considered as an extension of [15] and [20]. The work presented here falls into a broad area of the Parametric Model Checking – an ambiguous term which may mean that we deal with the parameters in models (as in [1] and [13]), in logics (as in [11] and [5]) or in both (as in [26]). There are two reasons limiting the practical applications of the Parametric Model Checking. The first one – computational complexity of the problem – is the result of the presence of satisfiability in the Presburger Arithmetic (PA) as a subproblem. In case of the translation of the existential fragment of TCTL to PA formulae proposed in [5], the joint complexity of the solution is 3EXPTIME. The second – undecidability of the problem for Parametric Timed Automata in general [1] – results in the fact that some of the proposed algorithms may not to stop [13].

3. Parameterized Temporal Logics

In this section we recall two extensions of Computation Tree Logic (CTL) [10], introduced in [11]. The main logic considered in this paper, namely PRTCTL logic, is built of expressions containing CTL–like modalities with additional parametric superscripts expressing the time lengths of paths. The universal and existential quantifiers over aforementioned parameters are also allowed in PRTCTL. The vRTCTL logic can be perceived as an intermediate logic in building PRTCTL sentences. The formulas of vRTCTL do not contain quantifiers and are evaluated under the accompanied parameter valuations. To give an example, consider vRTCTL formula $\phi(\Theta) = EF(AG^{\leq \Theta} \text{receivingData} \implies EG^{\leq 2\Theta} \neg \text{socketOpen})$. Under the parameter valuation $v$ such that $\nu(\Theta) = 2$ we evaluate $[\phi(\Theta)]_v = EF(AG^{\leq 2} \text{receivingData} \implies EG^{\leq 4} \neg \text{socketOpen})$. Introducing a universal quantifier over parameter $\Theta$ bounded by 10 we get $\psi = \forall_{\Theta \leq 10} EF(AG^{\leq \Theta} \text{receivingData} \implies EG^{\leq 2\Theta} \neg \text{socketOpen})$. The
meaning of $\psi$ is that for each time bound $\Theta$ smaller or equal than 10 there exists a future state such that if every execution path starts with consecutive data receiving steps taking $\Theta$ time together, then among these paths there is one such that the data input socket is closed for time of $2\Theta$. Therefore, we have expressed a qualitative property of the system without using any concrete values.

We interpret formulae, following the approach of Emerson and Trefler [11], in timed Kripke structures – i.e. standard Kripke structures having the transitions labelled with natural numbers. The value of a label shows how long it takes to traverse the transition. Throughout this paper by $\mathbb{N}$ we denote the set of all natural numbers (including 0), and by $\alpha(\Theta_1,\ldots,\Theta_n)$ we point out that the formula $\alpha$ contains free parameters $\Theta_1,\ldots,\Theta_n$.

3.1. Syntax

Let $\Theta_1,\ldots,\Theta_n$ be variables, called here parameters. An expression of the form $\eta = \sum_{i=1}^{n} c_i \cdot \Theta_i + c_0$, where $c_0,\ldots,c_n \in \mathbb{N}$, is called a linear expression. A function $\nu : \{\Theta_1,\Theta_2,\ldots,\Theta_n\} \rightarrow \mathbb{N}$ is called a parameter valuation. Let $\Upsilon$ be the set of all the parameter valuations.

**Definition 3.1.** Let $\mathcal{PV}$ be a set of propositional variables containing the symbol true. We define inductively the formulae of $vRTCTL$: 

1. every member of $\mathcal{PV}$ is a formula,
2. if $\alpha$ and $\beta$ are formulae, then so are $\neg \alpha$, $\alpha \land \beta$ and $\alpha \lor \beta$,
3. if $\alpha$ and $\beta$ are formulae, then so are $EX\alpha$, $EG\alpha$, and $E\alpha U \beta$,
4. if $\eta$ is a linear expression, $\alpha$ and $\beta$ are formulae of $vRTCTL$, then so are $EG\leq \eta \alpha$ and $E\alpha U \leq \eta \beta$.

The conditions 1, 2, and 3 alone define CTL. Notice that $\eta$ is allowed to be a constant. The logic defined by a modification of the above definition, where $\eta = a$ for $a \in \mathbb{N}$, is called RTCTL in [11].

**Definition 3.2.** The formulae of $PRTCTL$ are defined as follows:

1. if $\alpha \in vRTCTL$, then $\alpha \in PRTCTL$,
2. if $\alpha(\Theta) \in PRTCTL$, where $\Theta$ is a free parameter, then $\forall \Theta \alpha(\Theta), \exists \Theta \alpha(\Theta), \forall \Theta \leq a \alpha(\Theta), \exists \Theta \leq a \alpha(\Theta) \in PRTCTL$, for $a \in \mathbb{N}$.

3.2. Semantics

We evaluate the truth of the sentences and the formulae accompanied with parameter valuations in timed Kripke structures [11].

**Definition 3.3.** Let $\mathcal{PV}$ be a set of propositional variables containing the symbol true. A timed Kripke structure (a model) is a tuple $(S, s^0, \rightarrow, \mathcal{L})$, where $S$ is a finite set of states, $s^0 \in S$ is an initial state, $\rightarrow \subseteq S \times \mathbb{N} \times S$ is a transition relation such that for every $s \in S$ there exists $s' \in S$ and $n \in \mathbb{N}$ with $(s,n,s') \in \rightarrow$ (i.e., the relation is total), and $\mathcal{L} : S \rightarrow 2^{\mathcal{PV}}$ is a labelling function satisfying $true \in \mathcal{L}(s)$ for each $s \in S$. 
By \( s \xrightarrow{n} s' \) we denote that \((s, n, s') \in \rightarrow\). The intuitive meaning of \( s \xrightarrow{n} s' \) is that it takes \( n \) time units to reach \( s' \) from \( s \). The labelling function assigns to each state \( s \) a set of propositions which are assumed to be true at \( s \). An infinite sequence \( \pi = (s_0, n_0, s_1, n_1, \ldots) \) such that \( s_i \) are states of a model and \( s_i \xrightarrow{n_i} s_{i+1} \) for \( i \in \mathbb{N} \) is called a path. By \( \pi(i) \) we denote the \( i \)-th state present on a path \( \pi \). We define the time distance between positions \( \pi(0) \) and \( \pi(j) \) as \( \delta^\pi_j := \sum_{i=0}^{j-1} n_i \), assume that \( \delta^\pi_0 = 0 \), and \( \lim_{j \to \infty} \delta^\pi_j = \infty \) (we consider progressive paths only). The number of the states of \( M \) is called the size of \( M \) and denoted by \(|M|\). For a parameter valuation \( v \) and a linear expression \( \eta \), by \( v(\eta) \) we mean the evaluation of \( \eta \) under \( v \).

**Definition 3.4. (Semantics of vRTCTL)**  
Let \( M \) be a model, \( s \) – a state, \( \alpha, \beta \) – formulae of vRTCTL. \( M, s \models_v \alpha \) denotes that \( \alpha \) is true at the state \( s \) in the model \( M \) under the parameter valuation \( v \). We omit \( M \) where it is implicitly understood. The relation \( \models_v \) is defined inductively as follows:

1. \( s \models_v p \) iff \( p \in \mathcal{L}(s) \)
2. \( s \models_v \neg p \) iff \( p \notin \mathcal{L}(s) \),
3. \( s \models_v \alpha \land \beta \) iff \( s \models_v \alpha \) and \( s \models_v \beta \),
4. \( s \models_v \alpha \lor \beta \) iff \( s \models_v \alpha \) or \( s \models_v \beta \),
5. \( s \models_v \text{EX} \alpha \) iff \( \exists \pi^0(\pi(0) = s \text{ and } \pi(1) \models_v \alpha) \),
6. \( s \models_v \text{EG} \alpha \) iff \( \exists \pi^0(\pi(0) = s \text{ and } \forall i \geq 0 \pi(i) \models_v \alpha) \),
7. \( s \models_v \text{EA} \U \beta \) iff \( \exists \pi^0(\pi(0) = s \text{ and } \exists i \geq 0 [\pi(i) \models_v \beta \text{ and } \forall 0 \leq j < i \pi(j) \models_v \alpha]) \),
8. \( s \models_v \text{EG} \leq \eta \alpha \) iff \( \exists \pi^0(\pi(0) = s \text{ and } \forall i \geq 0[\delta^\pi_i \leq v(\eta) \text{ implies } \pi(i) \models_v \alpha]) \),
9. \( s \models_v \text{EA} \U \leq \eta \beta \) iff \( \exists \pi^0(\pi(0) = s \text{ and } \exists i \geq 0[\delta^\pi_i \leq v(\eta) \text{ and } \pi(i) \models_v \beta \text{ and } \forall 0 \leq j < i \pi(j) \models_v \alpha]) \).

Notice that if a vRTCTL formula contains no parameters (i.e., it is an RTCTL formula), then the parameter valuation \( v \) is irrelevant and may be omitted.

**Definition 3.5. (Semantics of PRTCTL)**  
Let \( M \) be a model, \( s \) – a state, and \( \alpha \) – a formula of PRTCTL. \( M, s \models \alpha \) denotes that \( \alpha \) holds at the state \( s \) in the model \( M \). The relation \( \models \) is defined inductively as follows:

1. \( s \models \forall_\Theta \alpha(\Theta) \) iff \( \forall_{i\Theta \geq 0} s \models_\Theta \alpha(\Theta \leftarrow i\Theta) \),
2. \( s \models \forall_{\Theta \leq a} \alpha(\Theta) \) iff \( \forall_{0 \leq i\Theta \leq a} s \models_\Theta \alpha(\Theta \leftarrow i\Theta) \),
3. \( s \models \exists_\Theta \alpha(\Theta) \) iff \( \exists_{i\Theta \geq 0} s \models_\Theta \alpha(\Theta \leftarrow i\Theta) \),
4. \( s \models \exists_{\Theta \leq a} \alpha(\Theta) \) iff \( \exists_{0 \leq i\Theta \leq a} s \models_\Theta \alpha(\Theta \leftarrow i\Theta) \),

where \( i\Theta \) is a fresh integer variable and \( \alpha(\Theta \leftarrow i\Theta) \) means that \( \Theta \) is substituted by \( i\Theta \) in \( \alpha \).
The following lemma\(^1\), adapted from Proposition 4 from [11], states that in evaluating formulae of vRTCTL we can restrict the values of parameter valuations by a certain model-induced constant.

**Lemma 3.1.** Let \( M = (S, s^0, \rightarrow, \mathcal{L}) \) be a timed Kripke structure, \( \alpha \in \text{vRTCTL} \), \( v \) - a parameter valuation, and \( n_{\text{max}} \) - the greatest time label of a transition present in \( M \). Then, \( M, s \models v \alpha \) if and only if \( v' \alpha = \min \{ n_{\text{max}}, |M|, v(\Theta) \} \) for each parameter \( \Theta \).

A direct application of Lemma 3.1 yields the next theorem - an extension of Theorem 1 of [11].

**Theorem 3.1.** Let \( M \) be a timed Kripke structure and \( Q_1 \Theta_1 \leq a_1 \ldots Q_n \Theta_n \leq a_n f(\Theta_1, \ldots, \Theta_n) \), where \( Q_i \in \{ \exists, \forall \} \), \( a_i \in \mathbb{N} \cup \{ \infty \} \), be a PRTCTL sentence. Then, \( M, s \models Q_1 \Theta_1 \leq a_1 \ldots Q_n \Theta_n \leq a_n f(\Theta_1, \ldots, \Theta_n) \) if and only if \( M, s \models Q_1 \Theta_1 \leq \min \{ a_1, n_{\text{max}}(M) \} \ldots Q_n \Theta_n \leq \min \{ a_n, n_{\text{max}}(M) \} f(\Theta_1, \ldots, \Theta_n) \).

Notice that the direct consequence of the above theorem is that each unbounded quantifier can be replaced, without changing the validity of a formula in a fixed model \( M \), with a version bounded with the \( n_{\text{max}}(M) \) value. Similarly, we can argue that non-superscripted modalities can be replaced by similar formulae with \( \leq n_{\text{max}}(M) \) superscript. Therefore, from now on we omit the unbounded quantifiers and non-superscripted \( EU \) and \( EG \) in our considerations. The methods presented in this paper, as typical for BMC, are applied to the existential parts of the considered logics only.

**Definition 3.6.** The logics vRTECTL, RTECTL, and PRTECTL are defined as the restrictions of vRTCTL, RTCTL, and the set of sentences of PRTCTL such that the negation can be applied to the propositions only, respectively.

### 4. Bounded Semantics

We aim at verifying the properties expressed in the existential fragments of the considered logics by means of bounded model checking. Intuitively, to this end we unfold the computation tree of a given model to a limited depth and check the validity of the property in question along such a finite structure.

**Definition 4.1.** Let \( M \) be a model, and \( k \in \mathbb{N} \). By \( \text{Path}_k \) let us denote the set of all the sequences \((s_0, n_0, s_1, n_1, \ldots, s_k)\), where \( s_i \) is a state and \( s_i \xrightarrow{n_i} s_{i+1} \) for all \( 0 \leq i < k \). The pair \((\text{Path}_k, \mathcal{L})\) is called the \( k \)-model of \( M \) and denoted by \( M_k \). An element \( \pi_k \in \text{Path}_k \) is called a \( k \)-path.

**Definition 4.2.** Let \( M_k \) be the \( k \)-model of \( M \) and \( \pi_k \in \text{Path}_k \). Define the function \( \text{loop} : \text{Path}_k \rightarrow 2^{\mathbb{N}} \) as \( \text{loop}(\pi_k) = \{ l \mid l \leq k \land \exists m \in \mathbb{N} (\pi_k(k) \xrightarrow{n_k} \pi_k(l)) \} \).

A \( k \)-path \( \pi_k \) is called a loop if \( \text{loop}(\pi_k) \neq \emptyset \). Observe that loops are essentially a way of representing some infinite paths in a finite way. The previously defined time distance \( \delta^k_{\pi_k} \) function extends to time distance \( \delta^C_{\pi_k} \) along a \( k \)-path \( \pi_k \) in a natural way. We abbreviate \( \delta^k_{\pi_k} \) as \( \delta_{\pi_k} \). Similarly, for a \( k \)-path \( \pi_k \) and \( c \in \mathbb{N} \) we define \( \Delta^C_{\pi_k} = \max \{ i \mid i \leq k \land \delta^k_{\pi_k} \leq c \} \) - the maximal index \( i \) of \( \pi_k \) s.t. \( \delta^k_{\pi_k} \leq c \).

\(^1\)Due to the space limit, the more involved proofs have been moved to Appendix.
Definition 4.3. (Bounded semantics for vRTECTL)
Let $M_k = (\text{Path}_k, \mathcal{L})$ be the $k$–model of $M$, $s$ – a state, $p \in \mathcal{P} \mathcal{V}$, $\alpha, \beta \in \text{vRTECTL}$ and $v$ – a parameter valuation. By $M_k, s \models_v \alpha$ we denote that $\alpha$ holds in $M_k$ under valuation $v$. We omit $M_k$ where it is implicitly understood. Define the relation $\models_v$ as following:

1. $s \models_v p$ iff $p \in \mathcal{L}(s)$,
2. $s \models_v \neg p$ iff $p \notin \mathcal{L}(s)$,
3. $s \models_v \alpha \lor \beta$ iff $s \models_v \alpha$ or $s \models_v \beta$,
4. $s \models_v \alpha \land \beta$ iff $s \models_v \alpha$ and $s \models_v \beta$,
5. $s \models_v \text{EX} \alpha$ iff $\exists \pi_k \in \text{Path}_k (\pi_k(0) = s$ and $\pi_k(1) \models_v \alpha)$,
6. $s \models_v \text{EG} \leq \alpha$ iff $\exists \pi_k \in \text{Path}_k [\pi_k(0) = s$ and $((\delta_{\pi_k} > v(\eta)$ and $\forall i \leq \Delta_{\pi_k}(v) \pi_k(i) \models_v \alpha)$ or $(\delta_{\pi_k} \leq v(\eta)$ and $\forall i \leq \Delta_{\pi_k}(v) \pi_k(i) \models_v \alpha$ and $\text{loop}(\pi_k) \neq 0)]$,
7. $s \models_v \text{E} \alpha U \leq \eta \beta$ iff $\exists \pi_k \in \text{Path}_k (\pi_k(0) = s$ and $\exists i \leq \Delta_{\pi_k}(v) (\pi_k(i) \models_v \beta$ and $\forall j < i \pi_k(j) \models_v \alpha)$).

Definition 4.4. (Bounded semantics for PRTECTL)
Let $M_k$ be the $k$–model of $M$, $n_{\text{max}}$ – the greatest time label of the transitions present in $M$, $s$ – a state, $\alpha$ – a sentence (a formula without free variables) of PRTECTL and $a \in \mathbb{N}$. Recursively define the relation $\models$ as follows:

1. $M_k, s \models \forall \Theta \leq a \alpha(\Theta)$ iff $\forall 0 \leq \theta \leq \min\{a, k, n_{\text{max}}\} M_k, s \models \alpha(\Theta \leftarrow \theta)$,
2. $M_k, s \models \exists \Theta \leq a \alpha(\Theta)$ iff $\exists 0 \leq \theta \leq \min\{a, k, n_{\text{max}}\} M_k, s \models \alpha(\Theta \leftarrow \theta)$,

where $\theta$ is a fresh integer variable.

The following lemma states some fundamental features of the bounded semantics. Namely, the vRTECTL and PRTECTL properties which are valid in some $k$–model hold also in the whole model $M$. On the other hand, if a considered property holds in $M$, it is also valid in some $k$–model, where $k \leq |M|$.

Lemma 4.1. Let $k, l \in \mathbb{N}$ such that $k \leq l$, $M_k$ be the $k$–model of $M$, and $s$ – a state. Consider a formula $\alpha \in \text{vRTECTL}$ together with a parameter valuation $v$, and a sentence $\beta \in \text{PRTECTL}$. The following conditions hold:

1. $M_k, s \models_v \alpha$ implies $M_l, s \models_v \alpha$, and $M_k, s \models \beta$ implies $M_l, s \models \beta$,
2. $M_k, s \models_v \alpha$ implies $M, s \models_v \alpha$, and $M_k, s \models \beta$ implies $M, s \models \beta$,
3. $M, s \models_v \alpha$ implies $M|_{M_l}, s \models_v \alpha$, and $M, s \models \beta$ implies $M|_{M_l}, s \models \beta$.

5. Bounded Model Checking

Having presented the bounded semantics, we now apply the bounded model checking method to the verification of properties formulated in vRTECTL and PRTECTL. The BMC method is based on the idea of a translation of a part of the model together with a property in question to a propositional formula. Satisfiability of the result means that the translated formula holds in the model.
5.1. Submodels

In order to obtain an acceptable efficiency, the BMC algorithm works on submodels of the \( k \)--model.

**Definition 5.1.** Let \( M_k = (\text{Path}_k, \mathcal{L}) \) be the \( k \)--model. A substructure \( M'_k = (\text{Path}'_k, \mathcal{L}') \), where \( \text{Path}'_k \subseteq \text{Path}_k \) and \( \mathcal{L}' \) is the restriction of \( \mathcal{L} \) to the states present in the paths of \( \text{Path}'_k \), is called a submodel of \( M_k \).

The bounded semantics of \( \nu \text{RTECTL} \) formulae and \( \nu \text{RTECTL} \) sentences over submodels is defined as for \( k \)--models. If \( M'_k = (\text{Path}'_k, \mathcal{L}') \) and \( M''_k = (\text{Path}''_k, \mathcal{L}'') \) are submodels of some \( k \)--model \( M_k \), such that \( \text{Path}''_k \subseteq \text{Path}'_k \), we write \( M''_k \subseteq M'_k \).

**Lemma 5.1.** Let \( M_k \) be the \( k \)--model, \( M'_k \) and \( M''_k \) – its submodels, such that \( M''_k \subseteq M'_k \) and \( s \) – a state present in some path of \( M''_k \). Then, we have:

1. \( M''_k, s \models_v \alpha \Rightarrow M'_k, s \models_v \alpha \), for \( \alpha \in \nu \text{RTECTL} \) and any parameter valuation \( v \),

2. \( M''_k, s \models \alpha \Rightarrow M'_k, s \models \alpha \), for \( \alpha \in \nu \text{RTECTL} \).

**Proof:**
The first part of the lemma is easily proved by the structural induction. In order to prove the second part, notice that in the bounded semantics the non-modal quantifiers are rewritten as, respectively, conjunctions or disjunctions, and use the result of the first part.

It was proved in [21] that in order to determine the truth of an \( \nu \text{ECTL} \) formula in \( M_k \) it is sufficient to consider only submodels of a size given by a special function on the checked formula. In this paper we extend these results.

**Definition 5.2.** Let \( \alpha, \beta \in \nu \text{RTECTL} \), \( p \) be an atomic proposition, and \( \eta \) - a linear expression. Define recursively the special function \( f_k : \nu \text{RTECTL} \rightarrow \mathbb{N} \) as follows:

1. \( f_k(p) = f_k(\neg p) = 0 \),
2. \( f_k(\alpha \lor \beta) = \max(f_k(\alpha), f_k(\beta)) \),
3. \( f_k(\alpha \land \beta) = f_k(\alpha) + f_k(\beta) \),
4. \( f_k(\text{EX} \alpha) = f_k(\alpha) + 1 \),
5. \( f_k(\text{EG} \leq \eta \alpha) = (k + 1) \cdot f_k(\alpha) + 1 \),
6. \( f_k(\text{EA} \leq \eta \beta) = k \cdot f_k(\alpha) + f_k(\beta) + 1 \),
7. \( f_k(\forall \Theta \leq c \beta(\Theta)) = (c + 1) \cdot f_k(\beta(\Theta)) \),
8. \( f_k(\exists \Theta \leq c \beta(\Theta)) = f_k(\beta(\Theta)) \).

The following lemmas state that we can determine the truth of \( \nu \text{RTECTL} \) and \( \nu \text{RTECTL} \) formulae in the \( k \)--model using submodels of size bounded by the value of the appropriate function.
Lemma 5.2. Let $\alpha \in \nuRTETCL$, $M_k$ be the $k$-model and $\nu$ – a parameter valuation. For any state $s$ present in some path of $M_k$, $M_k, s \models \nu, \alpha$ if and only if there exists a submodel $M'_k$ of $M_k$ such that $M_k, s \models \nu, \alpha$ and $|Path'_k| \leq f_k(\alpha)$.

Proof:
See Appendix.

Lemma 5.3. Let $\beta$ be a PRTECTL sentence and $M_k$ be the $k$-model. For any state $s$ present in some path of $M_k$, $M_k, s \models \beta$ if and only if there exists a submodel $M'_k$ of $M_k$ such that $M'_k, s \models \beta$ and $|Path'_k| \leq f_k(\beta)$.

Proof:
Straightforward induction with respect to the number of parameters, using Lemma 5.2.

5.2. Translation to SAT

In order to translate the problem of validity of a sentence $\alpha \in \nuRTETCL$ in the submodel $M'_k$ to the problem of satisfiability of a propositional formula $[\alpha]_k$, we encode $M'_k$ and $\alpha$ into propositional logic, and then combine the results together. We present an adapted version of the efficient translation introduced in [31].

Consider a model $M$. As the number of the states of $M$ is finite, they can be encoded as bit vectors of length $r = \lceil \log |M| \rceil$. Therefore, we can represent the states as the valuations of the vector $w = (w_1, \ldots, w_r)$. Due to the fact that we need to count the time passed along a path, we augment the representation of states with an additional bit vector $d = (d_1, \ldots, d_z)$ of length $z = \lceil \log (k \cdot n_{\text{max}}) \rceil$ where $n_{\text{max}}$ denotes, as previously, the maximal value of transition label present in $M$. The vector $w = (w_1, \ldots, w_r, d_1, \ldots, d_z)$ is called a global state variable, while each its member is called a state variable. Moreover, by $w_w$ and $d_w$ we denote the subvectors $w$ and $d$ of the vector $w$. Denote by $SV$ a set of state variables. A valuation $V : SV \rightarrow \{0, 1\}$ naturally extends to the valuations $\hat{V} : SV^r \rightarrow \{0, 1\}^r$ and $\hat{D} : SV^z \rightarrow \{0, 1\}^z$ in such a way that $\hat{V}(w_1, \ldots, w_r) = (V(w_1), \ldots, V(w_r))$ and $\hat{D}(d_1, \ldots, d_z) = (V(d_1), \ldots, V(d_z))$. With a slight notational abuse, we denote by $\hat{V}(w)$ the state encoded by $w_w$, and by $\hat{D}(w)$ - the value of time encoded by $d_w$. The symbolic $k$-path is a vector of global state variables. As we need a number of symbolic $k$-paths to represent the $k$-paths in a translated submodel, by $(w_{0,i}, w_{1,i}, \ldots, w_{k,i})$ we denote the $i$-th symbolic $k$-path, where $w_{j,i}$ is a global state variable.

Let $w, w'$ be global state variables, $s$ a state and $p$ a proposition. In the rules of the translation the following propositional formulae are used:

1. $p(w)$ denotes a formula such that $V \models p(w)$ iff $p \in L(\hat{V}(w))$,
2. $T(w, w')$ denotes a formula such that $V \models T(w, w')$ iff $\hat{V}(w) \rightarrow \hat{V}(w')$ (i.e., there exists a transition between $\hat{V}(w)$ and $\hat{V}(w')$ in the model $M$, but the values of $\hat{D}(w)$, $\hat{D}(w')$ are not taken into account),
3. $Td(w, w')$ denotes a formula such that $V \models Td(w, w')$ iff $\hat{V}(w) \rightarrow^n \hat{V}(w')$ for some $n \in \mathbb{N}$, and $\hat{D}(w') = \hat{D}(w) + n$ (i.e., there exists a transition between $\hat{V}(w)$ and $\hat{V}(w')$ in the model
$M$, and the difference between $\hat{D}(w')$ and $\hat{D}(w)$ corresponds to the time passed while performing this transition,

4. $H(w, w')$ is a formula s.t. $V \models H(w, w')$ iff $\hat{V}(w) = \hat{V}(w')$ (encodes equality of states),

5. $L_k(j) = \bigvee_{i=0}^{k} T(w_{k,j}, w_{i,j})$ encodes a loop, i.e., $V \models L_k(j)$ iff loop($\hat{V}(w_{0,j}), \ldots, \hat{V}(w_{k,j})) \neq \emptyset$,

6. $I_{s_0}(w)$ is a formula s.t. $V \models I_{s_0}(w)$ iff $\hat{V}(w) = s$ and $\hat{D}(w) = 0$ (encodes the initial state),

7. $Z(w)$ is a formula s.t. $V \models Z(w)$ iff $\hat{D}(w) = 0$ (w encodes the first state of a path),

8. $Le(w, a)$, for $a \in \mathbb{N}$, is a formula such that $V \models Le(w, a)$ iff $\hat{D}(w) \leq a$.

Let $M$ be a model and $A$ be a finite subset of $\mathbb{N}$. The unfolding of the transition relation is defined as

$$[M]_k^A := \bigwedge_{j \in A} \bigwedge_{i=0}^{k-1} Td(w_{i,j}, w_{i+1,j}).$$

It is easy to see that $V \models [M]_k^A$ iff for each $j \in A$, $(\hat{V}(w_{0,j}), \ldots, \hat{V}(w_{k,j}))$ is a $k$-path in $M$. As the translation introduced in [31] was an essential improvement over the original one of [21], we follow Zbrzzeń’s approach in our work.

Following [31], let $A$ and $B$ be finite subsets of $\mathbb{N}$. By $A \prec B$ we denote that $x < y$ for all $x \in A$ and $y \in B$. Let $k, m, p \in \mathbb{N}$ and $m \leq |A|$, then:

1. $\hat{g}_L(A, m)$ is the subset of $B$ of $A$ such that $|B| = m$ and $B \sim A \setminus B$,

2. $\hat{g}_R(A, m)$ denotes the subset of $B$ of $A$ such that $|B| = m$ and $A \setminus B \sim B$,

3. $h_X(A)$ is the set $A \setminus \{\min(A)\}$,

4. if $k + 1$ divides $|A| − 1$ then $h_G(A, k)$ is the sequence of sets $(B_0, \ldots, B_k)$ such that $\bigcup_{i=0}^{k} B_i = A \setminus \{\min(A)\}$, $|B_i| = |B_j|$ and $B_i < B_j$ for every $0 \leq i < j \leq k$,

5. if $k$ divides $|A| − 1 − p$, then $h_U(A, k, p)$ denotes the sequence of sets $(B_0, \ldots, B_k)$ such that $\bigcup_{i=0}^{k} B_i = A \setminus \{\min(A)\}$, $B_i < B_j$ for every $0 \leq i < j \leq k$, $|B_0| = \ldots = |B_{k-1}|$ and $|B_k| = p$.

We also need a sequence element selector that is if $h_G(A, k) = (B_0, \ldots, B_k)$ then define $h_G(A, k)(i) = B_i$ for $0 \leq i \leq k$ and if $h_U(A, k, p) = (B_0, \ldots, B_k)$, define $h_U(A, k, p)(i) = B_i$ for $0 \leq i \leq k$. The functions $\hat{g}_L$ and $\hat{g}_R$ are used to divide the set of path indices into the two parts of the sizes sufficient to perform the independent translation of subformulae $\alpha$ and $\beta$ of formula $\alpha \wedge \beta$. Similarly, $h_G$ and $h_U$ are used to divide the set of path indices into the sequences (hence the use of the selector) of subsets which are of the sizes sufficient to perform the translation of subformulae $\alpha$ and $\alpha$ together with $\beta$ of, respectively, formulae $EG^{-\eta}\alpha$ and $E\alpha U^{\eta}\beta$. A more in-depth description can be found in [31].

**Definition 5.3. (Translation of vRTETCTL)**

Let $\alpha, \beta \in vRTETCTL$, $p$ an atomic proposition, $\nu$ a parameter valuation, $\eta$ a linear expression, $(m, n) \in \mathbb{N} \times \mathbb{N}$, and $A \subseteq \mathbb{N}$.

- $[p]_k^{(m, n, A, \nu)} := p(w_{m, n})$ and $[-p]_k^{(m, n, A, \nu)} := \neg p(w_{m, n})$. 


Similarly, let $\beta$ be the parameter valuation. Denote $\alpha \in \text{PRTECTL}$ and $\beta \in \text{vRTECTL}$.

The following theorems ensure the completeness and correctness of the translation.

**Definition 5.4. (Translation of PRTECTL)**

Let $\alpha \in \text{PRTECTL}$, $A \subseteq \mathbb{N}$, $(m, n) \in \mathbb{N} \times \mathbb{N}$, and $c \in \mathbb{N}$. If $\alpha$ contains no quantifiers and no free parameters, then:

$$[\alpha]_{k}^{[m,n,A,v]} := [\alpha]_{k}^{[m,n,A,v]}$$

where $v$ is any parameter valuation.

As in the above case $\alpha \in \text{vRTECTL}$ and it contains no free parameters, the choice of $v$ is irrelevant.

Let $d = \min\{c, k \cdot n_{\max}\}$, then:

$$[\forall_{\Theta \leq \alpha(\Theta)}]_{k}^{[m,n,A]} := [\alpha(d)]_{k}^{[m,n,A]} \land [\forall_{\Theta \leq d-1} \alpha(\Theta)]_{k}^{[m,n,A]} \land [\exists_{\Theta \leq d-1} \alpha(\Theta)]_{k}^{[m,n,A]}$$

$$[\exists_{\Theta \leq d-1} \alpha(\Theta)]_{k}^{[m,n,A]} := [\alpha(d)]_{k}^{[m,n,A]} \land [\exists_{\Theta \leq d-1} \alpha(\Theta)]_{k}^{[m,n,A]} \land [\exists_{\Theta \leq d-1} \alpha(\Theta)]_{k}^{[m,n,A]}$$

Let $M_k$ be the $k$-model. If $\alpha \in \text{PRTECTL}$, define $F_k(\alpha) := \{i \in \mathbb{N} \mid 1 \leq i \leq f_k(\alpha)\}$. The set $F_k$ contains the indices of symbolic $k$-paths used to perform the translation. The formula $[M]^{F_k(\alpha)}$ encodes all the $M_k$ submodels of the size not greater than needed to validate the truth of formula $\alpha$, as indicated in Lemmas 5.2, 5.3.

We are now ready to complete the translation of the problem of validity in $\text{vRTECTL}$ and $\text{PRTECTL}$ to the problem of satisfiability of propositional formulae. Let $M_k$ be the $k$-model, $\alpha \in \text{vRTECTL}$ and $v$ be a parameter valuation. Denote

$$[M]^{\alpha,v} := [M]^{F_k(\alpha)} \land I_{v}(w_{0,0}) \land [\alpha]_{k}^{[0,0,F_k(\alpha),v]}$$

Similarly, let $\beta \in \text{PRTECTL}$, then denote

$$[M]^{\beta} := [M]^{F_k(\beta)} \land I_{v}(w_{0,0}) \land [\beta]_{k}^{[0,0,F_k(\beta)]}$$
Theorem 5.1. Let $M_k$ be the $k$-model of $M$, $\nu$ – a parameter valuation, $\alpha$ – a formula of vRTECTL containing at least one modality, and $s$ a state. Then, the following equivalence holds: $M_k, s \models_{\nu} \alpha$ iff $[M]_{k}^{a,\nu}$ is satisfiable.

Proof:
The proof is divided into two parts: the proof of correctness and the proof of completeness of the translation, both obtained by the induction on the length of the formula. Both the parts are similar to the counterparts of the theorem for ECTL that is Theorems 3.1 and 3.2 from [31].

Theorem 5.2. Let $M_k$ be the $k$-model of $M$, $\beta$ – a sentence of PRTECTL containing at least one modality, and $s$ – a state. Then, the following equivalence holds: $M_k, s \models \beta$ iff $[M]_{k}^{\beta}$ is satisfiable.

Proof:
This can be shown by replacing the non-modal quantifiers in a formula of PRTECTL with, appropriately, conjunctions or disjunctions, and by using Theorem 5.1.

6. Implementation for Time Petri Nets

In this section we show how to implement the above verification method for the case of time Petri nets. To this aim, we start with recalling some basic definitions.

6.1. Time Petri Nets

In the paper we consider time Petri nets and a notable subclass, called distributed time Petri nets. The standard definition of time Petri nets is as follows:

Definition 6.1. A time Petri net (TPN, for short) is a six-element tuple $N = (P, T, FR, Eft, Lft, m_0)$, where $P = \{p_1, \ldots, p_n\}$ is a finite set of places, $T = \{t_1, \ldots, t_n\}$ is a finite set of transitions, $FR \subseteq (P \times T) \cup (T \times P)$ is the flow relation, $Eft, Lft : T \rightarrow \mathbb{N}$ are functions describing the earliest and the latest firing time of the transition, where for each $t \in T$ we have $Eft(t) \leq Lft(t)$, and $m_0 \subseteq P$ is the initial marking of $N$.

For a transition $t \in T$ we define its preset $\cdot t = \{p \in P \mid (p, t) \in FR\}$ and postset $t \bullet = \{p \in P \mid (t, p) \in FR\}$, and consider only the nets such that for each transition the preset and the postset are nonempty. We need also the following notations and definitions:

- a marking of $N$ is any subset $m \subseteq P$,
- a transition $t \in T$ is enabled at $m$ ($m[t]$ for short) if $\cdot t \subseteq m$ and $t \bullet \cap (m \setminus \cdot t) = \emptyset$; and leads from $m$ to $m'$, if it is enabled at $m$, and $m' = (m \setminus \cdot t) \cup t \bullet$. The marking $m'$ is denoted by $m[t]$ as well, if this does not lead to misunderstanding.
- $en(m) = \{t \in T \mid m[t]\}$;
- for $t \in en(m)$, newly, en($m, t) = \{u \in T \mid u \in en(m[t]) \land (t \bullet \cap u \neq \emptyset \lor u \cdot \cap t \neq \emptyset)\}$. 

In this work we assume a discrete-time semantics of TPNs, i.e., consider integer time passings only (cf. [19]). A concrete state \( \sigma \) of a net \( \mathcal{N} \) is then a pair \((m, \text{clock})\), where \( m \) is a marking, and \( \text{clock} : T \rightarrow \mathbb{N} \) is a function which for each transition \( t \in \text{en}(m) \) gives the time elapsed since \( t \) became enabled most recently, and assigns zero to other transitions. Given a state \((m, \text{clock})\) and \( \delta \in \mathbb{N} \), denote by \( m \circ \delta \) the function defined by \( (m \circ \delta)(t) = m(t) + \delta \) for each \( t \in \text{en}(m) \), and \( (m \circ \delta)(t) = 0 \) otherwise. By \((m, \text{clock}) \circ \delta \) we denote \((m, \text{clock} + \delta)\). The concrete state space of \( \mathcal{N} \) is a structure \((\Sigma, \sigma^0, \rightarrow_c)\), where \( \Sigma \) is the set of all the concrete states of \( \mathcal{N} \), \( \sigma^0 = (m^0, \text{clock}^0) \) with \( \text{clock}^0(t) = 0 \) for each \( t \in T \) is the initial state of \( \mathcal{N} \), and \( \rightarrow_c \subseteq (\Sigma \cup \mathbb{N}) \times \Sigma \) is a timed succession relation defined by:

\[
\begin{align*}
\bullet & \text{ for } \delta \in \mathbb{N}, \ (m, \text{clock}) \xrightarrow{\delta} \ (m, \text{clock} + \delta) \iff (m \circ \delta)(t) \leq Lft(t) \text{ for all } t \in \text{en}(m) \text{ (time successor),} \\
\bullet & \text{ for } t \in T, \ (m, \text{clock}) \xrightarrow{t} (m', \text{clock}') \iff t \in \text{en}(m), \ Eft(t) \leq \text{clock}(t) \leq Lft(t), \ m' = m(t), \\
& \text{ and for all } u \in T \text{ we have } \text{clock}'(u) = 0 \text{ for } u \in \text{newly_en}(m, t) \text{ and } \text{clock}'(u) = \text{clock}(u) \text{ otherwise (action successor).}
\end{align*}
\]

Notice that firing of a transition takes no time.

Given a set of propositional variables \( PV \), we introduce a valuation function \( V_c : \Sigma \rightarrow 2^{PV} \) which assigns the same propositions to the states with the same markings. We assume the set \( PV \) to be such that each \( q \in PV \) corresponds to exactly one \( p \in P \), and use the same names for the propositions and the places. The function \( V \) is then defined by \( p \in V_c(\sigma) \iff p \in m \) for each \( \sigma = (m, \cdot) \). The structure \( M_c(\mathcal{N}) = (\Sigma, \sigma^0, \rightarrow_c, V_c) \) is called a concrete model of \( \mathcal{N} \). It is easy to see that \( M_c(\mathcal{N}) \) induces a timed Kripke structure, obtained from \( M_c(\mathcal{N}) \) by replacing labels corresponding to transitions by the label 0.

In order to benefit from a structure of the net and obtain a greater efficiency, we consider separately a subclass of TPNs - distributed time Petri nets defined as follows:

**Definition 6.2.** Let \( J = \{i_1, \ldots, i_n\} \) be a finite ordered set of indices, and let \( \mathcal{I} = \{N_i = (P_i, T_i, FR_i, m^0_i), Eft_{i_1}, Lft_{i_1} \mid i \in J\} \) be a family of 1-safe, sequential time Petri nets (called *processes*), indexed with \( J \), with the pairwise disjoint sets \( P_i \) of places, and satisfying the condition \((\forall t_1, t_2 \in J)(\forall t \in T_{i_1} \cap T_{i_2})(Eft_{i_1}(t) = Eft_{i_2}(t) \land Lft_{i_1}(t) = Lft_{i_2}(t))\). A distributed time Petri net \( \mathcal{N} = (P, T, FR, m^0, Eft, Lft) \) is the union of the processes \( N_i \), i.e., \( P = \bigcup_{i \in J} P_i, T = \bigcup_{i \in J} T_i, FR = \bigcup_{i \in J} FR_i, m^0 = \bigcup_{i \in J} m^0_i, Eft = \bigcup_{i \in J} Eft_i, \) and \( Lft = \bigcup_{i \in J} Lft_i \).

Notice that the function \( Eft_{i_1} \) coincides with \( Eft_{i_2} \) resp. for the joint transitions of each two processes \( i_1 \) and \( i_2 \). The interpretation of such a system is a collection of sequential, non-deterministic processes with communication capabilities (via joint transitions). Moreover, we assume that the initial marking of a DTPN contains exactly one place of each process of the net, and that all its processes are state machines (i.e., for each \( i \in J \) and each \( t \in T_i \), \( \bullet t = |t \bullet| = 1 \)), which implies that in any marking of \( \mathcal{N} \) there is exactly one place of each process. It is important to observe that a large class of distributed nets can be decomposed to satisfy the above requirement [14].

The structure of the above nets allows to define concrete states of these nets in a different way. Instead of assigning a clock to a transition, we assign it to a process; the clock shows the time passed since the most recently marked place of its process was marked. Such a semantics is equivalent to the standard one [23], but results in reducing the number of clocks, which influences efficiency of implementations.
In order to be able to perform parametric verification, we introduce an additional restriction on the nets under consideration, i.e., require they contain no cycle \( C \) of transitions such that for each \( t \in C \) we have \( E_f(t) = 0 \) (which guarantees that the time flows when the net progresses, and is a typical assumption when analysing timed systems).

### 6.2. Implementation

Given a time Petri net \( \mathcal{N} \), let \( c_{\text{max}} \) denote the greatest finite value of the function \( L_f \) of \( \mathcal{N} \). It is easy to see that for each \( (m, \text{clock}) \in \Sigma \) and each \( t \in T \) we have \( \text{clock}(t) \leq c_{\text{max}} \). Thus, the states of \( \Sigma \) can be encoded by valuations of a vector of state variables \( w \) being a pair \((w_m, w_c)\), where \( w_m = (w_m[1], \ldots, w_m[n_P]) \) encodes the marking part of a state, whereas \( w_c = (w_c[1], \ldots, w_c[b]) \), with \( b = \lceil \log(n_T \cdot c_{\text{max}}) \rceil \), encodes the clock part. Let \( J = \{1, \ldots, n_P\} \) and \( I(m) = \{i \in J \mid p_i \in m\} \). The functions needed to encode the transition relation are now of the following form:

- \( H(w, v) = \bigwedge_{1 \leq i \leq n_P} w_m[i] \iff v_m[i] \land \bigwedge_{1 \leq i \leq b} w_c[i] \iff v_c[i] \),
- \( p_i(w) = w_m[i] \),
- \( I_w(w) = \bigwedge_{i \in \emptyset(m^o)} w_m[i] \land \bigwedge_{i \in \emptyset(m^o)} \neg w_m[i] \land \bigwedge_{i=1,\ldots,b} \neg w_c[i] \),
- \( T(w, v) = T_{\text{trans}}(w, v) \lor T_{\text{time}}(w, v) \), where \( T_{\text{trans}}(w, v) \) encodes that the state represented by \( w_v \) is a successor of the state represented by \( w_w \) obtained by firing a transition, and \( T_{\text{time}}(w, v) \) encodes that the state represented by \( w_v \) is a time successor of the state represented by \( w_w \) (the details of the last two encodings, as well as of the remaining functions, are omitted for simplicity). Moreover, it is reasonable to consider sequences of transitions in which time- and action steps alternate.

Contrary to the general case, for DTPNs and their semantics with clocks assigned to processes we cannot assume any upper bound on clock values. However, the length of time steps can be restricted (without loss of generality) to a value depending on \( c_{\text{max}} \), which in turn allows to bound values of clocks on a \( k \)-path by a value depending on \( k \) and \( c_{\text{max}} \) (the details can be found in [20]). This allows to encode the states on a \( k \)-paths by valuations of vectors of state variables, similarly as in the general case. The functions needed to encode the transition relation, as well as the structure of sequences of transitions considered, are of a similar form to the ones listed above (again, the details are omitted for brevity).

### 7. Example – Generalized Timed Pipelining Algorithm

We consider the Generic Pipeline Paradigm Petri net model [18]. It consists of three parts: Producer producing data \( (\text{ProdReady}) \), Consumer receiving data \( (\text{ConsReady}) \), and a chain of \( n \) intermediate Nodes – \( (\text{Node}_i\text{Ready}) \) - ready for receiving data, \( (\text{Node}_i\text{Proc}) \) - processing data, and \( (\text{Node}_i\text{Send}) \) - sending data.

Notice that the example can be scaled in order to see how the size of the system influences performance, and whether the truth of the verified formulae is affected. The parameters \( a, b, c, d, e, f \) are used to adjust the time properties of Producer, Consumer, and the intermediate Nodes. So, it is possible to change the constraints on the processing and idle time of each of the processes. We test the following formula: \( \exists \Theta EF^{\leq \Theta} (\neg \text{ProdReady} \land \neg \text{ConsReady} \land EG^{\leq \Theta} \neg \text{ConsReady}) \). Intuitively, it expresses that the system can reach, in the time smaller or equal than some value \( \Theta \), a state that neither Producer is ready to produce nor Consumer is ready to receive, and for the next \( \Theta \) time steps the Consumer...
receiving abilities are disabled. As the experiments (see Table 1) confirm, the validity of this formula heavily depends on the combination of the constants. For example, comparing the fourth and fifth row reveals that in a simple one-process pipeline, the time in which Producer and Consumer are allowed to be idle is crucial to the system processing capabilities. This is quite natural, because if \( b \) is shortened from 5 time units to 1, keeping the remaining constants fixed, then Consumer can remain in the idle state (\( \neg \text{ConsReady} \)) for just one time step. The times of the translation to SAT (PBMC) and of solving satisfiability by the solver (RSat) are given for the value of \( k \) of the second column.

We implemented the procedure above on top of Verics BMC tool by combining the encoding of the transition relation for distributed time Petri nets [20] with the encoding of PRTEC TL operators [15]. The experiments were performed on 1.6 GHz Intel Atom with 1GB RAM.

Table 1. Testing the formula \( \exists \Theta \ 1F \leq \Theta \ (\neg \text{ProdReady} \land \neg \text{ConsReady} \land EG \leq \Theta \ (\neg \text{ConsReady})) \)
(time measured in seconds, memory in MB).
8. Conclusions and Further Work

The aim of this paper was to present both a general theoretical approach to SAT-based verification of PRTECTL properties of discrete-timed systems, and its implementation (supported by some experimental results) for time Petri nets with discrete-time semantics. In the second case we focused on distributed time Petri nets as their structure allowed us to obtain a higher efficiency of the implementation due to a reduced number of clocks.

Our future work will involve an implementation of the method also for standard TPNs with discrete semantics. Moreover, we expect that using such a semantics is sufficient to reason about PRTECTL properties also in the case of TPNs with dense time (which is based on results of Popova [24, 25]). Proving this will be a topic of a next paper.
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A. Appendix

In this section we provide the proofs omitted from the text. Throughout this part we put \( s \rightarrow s' \), where \( s, s' \) are states of a model \( M \), if there exists some \( i \in \mathbb{N} \) such that \( s \xrightarrow{i} s' \). Let \( \pi \) be a path in a model \( M \) and \( c \in \mathbb{N} \), and denote \( \Delta^c_{\pi} = \max\{i \mid \delta^c_{\pi} \leq c\} \).

**Lemma 3.1.** Let \( M = (S, s^0, \rightarrow, \mathcal{L}) \) be a timed Kripke structure, \( \alpha \in \nuRTCTL \) and \( \nu \rightarrow \) a parameter valuation. Denote by \( n_{\max} \) the greatest time label of a time transition present in \( M \). Then \( M, s \models \alpha \iff M, s \models_{\nu'} \alpha \), where \( \nu'(\Theta) = \min(n_{\max} \cdot |M|, \nu(\Theta)) \) for each parameter \( \Theta \).

**Proof:**
The proof goes by the structural induction. We omit the easy basic cases and focus on \( EU \) and \( EG \) modalities. Notice that \( \nu'(\Theta) \leq \nu(\Theta) \) for all the parameters \( \Theta \), therefore also \( \nu'(\eta) \leq \nu(\eta) \) for any linear expression \( \eta \).

Let us start with showing that \( s \models_{\nu} EG^{\leq n} \alpha \iff s \models_{\nu'} EG^{\leq n} \alpha \). If \( s \models_{\nu} EG^{\leq n} \alpha \), then there exists a path \( \pi \) such that \( \pi(0) = s \) and \( \pi(i) \models_{\nu} \alpha \) for all \( i \leq \Delta_{\pi}(n) \), the fact that \( \Delta_{\pi}'(\eta) \leq \Delta_{\pi}(\nu) \) and the inductive assumption we obtain \( s \models_{\nu'} EG^{\leq n} \alpha \).

On the other hand, if \( s \models_{\nu'} EG^{\leq n} \alpha \), we consider two cases. The first case, when \( \nu'(\eta) = \nu(\eta) \) is trivial, so let us assume that \( \nu'(\eta) < \nu(\eta) \). Notice that \( \nu'(\eta) \geq n_{\max} \cdot |M| \), and consider a path \( \pi' \) satisfying \( \pi'(0) = s \) and \( \pi'(i) \models_{\nu'} \alpha \) for all \( i \leq \Delta_{\pi'}(\eta) \).

Now, due to the fact that the longest finite path built from the distinct states in \( M \) is of length at most \( |M| \), and its time length is smaller or equal to \( (|M| - 1) \cdot n_{\max} \), we obtain that \( \Delta_{\pi'}(\eta) \geq |M| \).

Therefore, there exist \( l < k \leq |M| \) such that \( \pi'(k) \rightarrow \pi'(l) \). Define the path \( \pi \) as follows:

\[
\pi(i) = \begin{cases} 
\pi'(i) & \text{for } i < k \\
\pi'(l + (i-k) \mod (k-l)) & \text{for } i \geq k.
\end{cases}
\]

This path satisfies \( \pi(0) = s \) and \( \pi(i) \models_{\nu'} \alpha \) for all \( i \leq \Delta_{\pi}(\nu) \), from which \( s \models_{\nu} EG^{\leq n} \alpha \) follows by the inductive argument.

Consider the case of \( s \models_{\nu} E\alpha U^{\leq n} \beta \) iff \( s \models_{\nu'} E\alpha U^{\leq n} \beta \). If \( s \models_{\nu} E\alpha U^{\leq n} \beta \), then there exists a path \( \pi \) such that \( \pi(0) = s \), and for some \( i \leq \Delta_{\pi}(\nu) \) we have \( \pi(i) \models_{\nu} \beta \), and \( \pi(j) \models_{\nu} \alpha \) for all \( j < i \).

Again, we consider two cases and omit the easy case of \( \nu'(\eta) = \nu(\eta) \). Assume that \( \nu'(\eta) < \nu(\eta) \), from which we obtain the fact that \( \Delta_{\pi}'(\eta) > |M| \).

Therefore, as previously, there exist \( l < k < |M| \) such that \( \pi(k) \rightarrow \pi(l) \). By consecutive removal of blocks such as \( \pi(l), \ldots, \pi(k-1) \) from \( \pi \), we eventually arrive at the path \( \pi' \) such that for some \( i \leq |M| \leq \Delta_{\pi}'(\nu) \) we have \( \pi'(0) = s, \pi'(i) \models_{\nu} \beta, \) and \( \pi'(j) \models_{\nu} \alpha \) for all \( j < i \).

Thus, by the inductive assumption \( s \models_{\nu'} E\alpha U^{\leq n} \beta \).

Finally, if \( s \models_{\nu'} E\alpha U^{\leq n} \beta \), then \( s \models_{\nu} E\alpha U^{\leq n} \beta \) follows from the fact that \( \Delta_{\pi}'(\nu) \leq \Delta_{\pi}(\nu) \) and the inductive assumption.

**Lemma 4.1.** Let \( k, l \in \mathbb{N} \) such that \( k \leq l \), \( M_k \) be the \( k \)-model of \( M \), and \( s \) – a state. Consider a formula \( \alpha \in \nuRTCTL \) together with a parameter valuation \( \nu \), and a sentence \( \beta \in PRTECTL \). The following conditions hold:

1. \( M_k, s \models_{\nu} \alpha \) implies \( M_l, s \models_{\nu} \alpha, \) and \( M_k, s \models_{\nu} \beta \) implies \( M_l, s \models_{\nu} \beta, \)
2. \( M_k, s \models_{\nu} \alpha \) implies \( M_l, s \models_{\nu} \alpha, \) and \( M_k, s \models_{\nu} \beta \) implies \( M_l, s \models_{\nu} \beta, \)
(3). \( M, s \models \alpha \) implies \( M|_M, s \models \alpha \), and \( M, s \models \beta \) implies \( M|_M, s \models \beta \).

Proof:
Let us focus on the implications concerning \( \alpha \) formulae of \( \nu \)RTECTL. We start with the first implication and omit the basic case of atomic subformulae and their negations as trivial. Let \( \alpha, \beta \) be formulae satisfying the considered property, then \( M_k, s \models \nu \alpha \land \nu \beta \) iff \( M_k, s \models \nu \alpha \land M_k, s \models \nu \beta \), from which by the inductive assumption follows that \( M_l, s \models \nu \alpha \) and \( M_l, s \models \nu \beta \) which is equivalent to \( M_l, s \models \nu \alpha \land \nu \beta \). The case of disjunction follows similarly. For the case of \( M_k, s \models \nu \text{EX} \alpha \) let us notice that a finite path \( \pi_k \) in \( M_k \) such that \( \pi_k(0) = s \) and \( M_k, \pi_k(1) \models \nu \alpha \) is a prefix of some finite path in \( M_l \), therefore \( M_l, s \models \nu \text{EX} \alpha \). Now, the case of \( M_k, s \models \nu \text{EG}^{\leq \eta} \alpha \) can be divided into two subcases. If \( \nu(\eta) < \delta_{\pi_k} \), then define \( \pi_i \) as some finite path in \( M_l \) containing \( \pi_k \) as a prefix. If \( \nu(\eta) \geq \delta_{\pi_k} \), then there exists an infinite path \( \pi \) along which \( \alpha \) holds (see the proof of Lemma 3.1). Define \( \pi_i \) as a prefix of length \( l \) of \( \pi \). In both the cases \( \alpha \) holds along \( \pi_i \), therefore \( M_l, s \models \nu \text{EG}^{\leq \eta} \alpha \). In the final case of \( M_k, s \models \nu \text{E} \alpha \cup \text{E} \beta \) let us notice that if for some path \( \pi_k \) in \( M_k \) we have \( \pi_k(0) = s \), \( M_k, \pi_k(i) \models \nu \beta \), \( M_k, \pi_k(j) \models \nu \alpha \) for all \( 0 \leq j < i \) and \( i \leq \Delta_{\pi_k}(\nu) \) then the same path is a prefix of some path in \( M_l \), thus \( M_l, s \models \nu \text{E} \alpha \cup \text{E} \beta \).

The second implication is proved by the structural induction, similarly to the above reasoning. The only nontrivial case is when we consider \( M_k, s \models \nu \text{EG}^{\leq \eta} \alpha \). Notice that if \( \nu(\eta) < \delta_{\pi_k} \), then a finite path along which \( \alpha \) is satisfied contains a loop up to \( \Delta_{\pi_k}(\nu) \) steps can be extended to an infinite path (due to the fact that the transition relation is total). On the other hand, if \( \nu(\eta) \geq \delta_{\pi_k} \), then the finite path along which \( \alpha \) is satisfied contains a loop, and can be transformed into infinite path by traversing the loop, as in the proof of Lemma 3.1.

In the proof of the last implication we focus on two modalities, starting from the case of \( M, s \models \nu \text{EG}^{\leq \eta} \alpha \) if this formula is valid, then there exists an infinite path \( \pi \) such that \( \pi(0) = s \) and \( M, \pi(i) \models \nu \alpha \) for all \( 0 \leq i \leq \Delta_{\pi_k}(\nu) \). There are two possible subcases. We omit the easier subcase when \( \Delta_{\pi_k}(\nu) \leq |M| \). If \( \Delta_{\pi_k}(\nu) > |M| \), then the path \( \pi \) contains a loop with a return from position \( l \leq |M| \). Therefore, by unwinding a loop in \( \pi \) we can create an infinite path such that \( \alpha \) is satisfied in each of its positions – also along a prefix of length \( |M| \). Considering \( M, s \models \nu \text{E} \alpha \cup \text{E} \beta \), notice that there exists an infinite path \( \pi \) in \( M \) such that \( \pi(0) = s \) and for some \( l \leq \Delta_{\pi_k}(\nu) \) we have \( M, \pi(l) \models \nu \beta \) and \( M, \pi(i) \models \nu \alpha \) for all \( 0 \leq i < l \). Again, there are two subcases. We omit the easier case of \( l \leq |M| \). If \( l > |M| \), then there exist \( n, m \in \mathbb{N} \) such that \( n < m \leq l \), and \( \pi(n) = \pi(m) \). By consecutive elimination of blocks of type \( \pi(n + 1), \ldots, \pi(m) \), as in the proof of Lemma 3.1, we eventually obtain a path \( \pi' \) such that \( \pi'(0) = s, \pi'(j) \models \nu \beta \) for some \( j \leq |M| \), and \( \pi'(i) \models \nu \alpha \) for all \( i < j \).

The part concerning \( \beta \) sentences of \( \nu \)RTECTL is obtained by straightforward induction with respect to the number of quantifiers, and using the results proven above.

**Lemma 5.2.** Let \( \alpha \in \nu \)RTECTL, \( M_k \) be the \( k \)-model and \( \nu \) – a parameter valuation. For any state \( s \) present in some path of \( M_k \), \( M_k, s \models \nu \alpha \) if and only if there exists a submodel \( M_k' \) of \( M_k \) such that \( M_k', s \models \nu \alpha \) and \( |\text{Path}_{k'}| \leq f_k(\alpha) \).

**Proof:**
The "if" part follows directly from Lemma 5.1. For the "only if" part, we use the structural induction. The base cases of \( M_k, s \models \nu p \) and \( M_k, s \models \nu \neg p \) are trivial. Notice that \( M_k, s \models \nu \alpha \lor \nu \beta \) iff \( M_k, s \models \nu \alpha \) or \( M_k, s \models \nu \beta \). From the inductive assumption there is \( M_k' \) such that \( M_k', s \models \nu \alpha \) and \( |\text{Path}_{k'}| \leq f_k(\alpha) \),
or $M'_k, s \models \psi$ and $|Path'_k| \leq f_k(\beta)$. Thus $M'_k, s \models \alpha \lor \beta$ and $|Path'_k| \leq \max(f_k(\alpha), f_k(\beta)) = f_k(\alpha \lor \beta)$.

Recall that $M_k, s \models \alpha \land \beta$ iff $M_k, s \models \alpha$ and $M_k, s \models \beta$. By the inductive assumption there exist submodels $M''_k$ and $M''''_k$ of $M_k$ such that $M''_k, s \models \alpha, |Path''_k| \leq f_k(\alpha)$ and $M''''_k, s \models \beta, |Path''''_k| \leq f_k(\beta)$. Consider the submodel $M'_k$ such that $Path'_k = Path''_k \cup Path''''_k$, then from Lemma 5.1 and the inclusions $M''_k \subseteq M'_k, M''''_k \subseteq M'_k$ we obtain $M'_k, s \models \alpha \land \beta$. Moreover, $|Path'_k| \leq |Path''_k| + |Path''''_k| \leq f_k(\alpha) + f_k(\beta) = f_k(\alpha \land \beta)$.

Now consider the case of $M_k, s \models E \Sigma^\leq \alpha$. From the definition of bounded semantics we obtain that there is some $k$-path $\pi_k \in Path_k$, such that $\pi_k(0) = s$ and $M_k, \pi_k(1) \models \alpha$. From the inductive assumption there exists a submodel $M''_k$ such that $M''_k, \pi_k(1) \models \alpha$ and $|Path''_k| \leq f_k(\alpha)$. Define the submodel $M'_k$ having $Path'_k = Path''_k \cup \{\pi_k\}$. Then from $\pi_k \in Path'_k$ and Lemma 5.1 we obtain $M'_k, \pi_k(1) \models \alpha$, therefore $M'_k, s \models E \Sigma^\leq \alpha$. Moreover, $|Path'_k| \leq |Path''_k| + 1 \leq f_k(\alpha) + 1 = f_k(E \Sigma^\leq \alpha)$.

Let us move to the case of $M_k, s \models E \Sigma^\geq \alpha$. We have to consider two subcases. In the first case there exists a path $\pi_k \in Path_k$ such that $\Delta^v_{\pi_k} < k$, $\pi_k(0) = s$ and $M_k, \pi_k(i) \models \alpha$ for all $0 \leq i \leq \Delta^v_{\pi_k}$.

Let $M_i^k$ denote a submodel of $M_k$ such that $M_i^k, \pi_k(i) \models \alpha$ and $|Path_i^k| \leq f_k(\alpha)$ for $0 \leq i \leq \Delta^v_{\pi_k}$. Define $M'_k$ such that $Path'_k = \bigcup_{0 \leq i \leq \Delta^v_{\pi_k}} Path_i^k \cup \{\pi_k\}$. Then by Lemma 5.1 we have $M'_k, \pi_k(i) \models \alpha$ for all $0 \leq i \leq \Delta^v_{\pi_k}$, thus $M'_k, s \models E \Sigma^\geq \alpha$. From the inductive assumption we obtain

$$|Path'_k| \leq \sum_{0 \leq i \leq \Delta^v_{\pi_k}} |Path_i^k| + 1 \leq (k + 1) \cdot f_k(\alpha) + 1 = f_k(E \Sigma^\geq \alpha).$$

We deal with the subcase of $\Delta^v_{\pi_k} \geq k$ in a similar way. In the final case of $M_k, s \models E aU^\leq \beta$ there exists a path $\pi_k \in Path_k$ and $0 \leq j \leq \Delta^v_{\pi_k}$ such that $M_k, \pi_k(j) \models \beta$ and $M_k, \pi_k(i) \models \alpha$ for all $0 \leq i \leq j$. From the inductive assumption there exists a submodel $M''_k$ satisfying $M''_k, \pi_k(j) \models \beta$ and $|Path''_k| \leq f_k(\beta)$, and submodels $M'_k$ such that $M'_k, \pi_k(i) \models \alpha$ for all $0 \leq i < j$ and $|Path_i^k| \leq f_k(\alpha)$. Define $M'_k$ such that $Path'_k = \bigcup_{0 \leq i < j} Path_i^k \cup \{\pi_k\}$. Then, by Lemma 5.1 we have $M'_k, \pi_k(i) \models \alpha$ for all $0 \leq i < j$, and $M'_k, \pi_k(j) \models \beta$. As from the latter follows $M'_k, s \models E aU^\leq \beta$ and

$$|Path'_k| \leq \sum_{0 \leq i < j} |Path_i^k| + |Path_j^k| + 1 \leq j \cdot f_k(\alpha) + f_k(\beta) + 1$$

$$\leq k \cdot f_k(\alpha) + f_k(\beta) + 1 = f_k(E aU^\leq \beta),$$

we conclude the proof of this case and of the lemma. \hfill \Box